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I needed a new server ...



  3

For what?

● NAS
● NextCloud
● Host VMs

– Home Assistant
– Unifi controller
– Testing
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Hypervisor choices

● Proxmox VE
● VMWare ESXi
● Xen
● DIY: Debian + KVM + virt-manager
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Proxmox VE
● Based on Debian with a custom Linux kernel and a 

web interface
● Maintained by Austria based company
● All code is under GNU AGPLv3 license
● Enterprise support available with a subscription

– Also gives access to extra repositories 
● Active development and community support
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Major Proxmox VE features
● Both web-based and CLI control interface
● Allows clustering of nodes as well as live migration 

of VMs from one node to another
● Advanced network configurations, including bridged 

network, per VM VLANs, more advanced routing
● Flexible storage options: LVM, SMB/CIFS, Ceph 

etc.
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My machine
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NAS choices
● TrueNAS Scale or Core
● Open Media Vault (OMV)
● Unraid
●



https://www.ixsystems.com/history/
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Feature comparison
Source: truenas.com/compare
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TrueNAS SCALE

Filesystem Open ZFS
Configurations Single disk, Stripe, Mirror, RAIDZ1/Z2/Z3
Snapshots Incremental (uses Copy-on-Write)
Replication ZFS replication, rsync, Syncthing
Reduction Inline compression, Deduplication
Acceleration ZFS Caching (ARC, L2ARC)
Data protection Checksum allows detection and repair of 

data corruption
Encryption Optional, at disk, pool, or dataset level
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Why not TrueNAS Scale as host?
● VM management not as streamlined as 

Proxmox
● Uses up all of boot disk for itself – no easy way 

to use that disk space for guest VM images
● Setting up NAS on different VLAN was easier 

with Proxmox as host
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What hardware?
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HW Requirements
● Need x86-64 chip with 4 to 8 cores
● Intel VT-d/AMD-IOMMU support for PCIe passthrough
● >= 48GB of ECC RAM
● 2 or 3 open PCIe slots, at least one x16 slot

– Support for PCIe bifurcation (preferably)
● M.2 NVMe and SATA ports
● Used HW for lower cost, help environment
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Usage
● NextCloud running in a container within TrueNAS 

VM
– Syncs files to laptops/desktops and pictures/videos from 

phones (about 8 clients, not all on simultaneously)
● Some directories NFS mounted to desktop
● HomeAssistant continuously logging data from solar 

inverter, “smart plugs”, other sensors
● Test VMs fired up as needed
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Power & Performance
● Large file transfers from the NAS VM limited by 

Gbe rate
– No complaints from family

● Can switch to 10Gbe when need arises and 
budget allows

● Power draw is about 65W on average, varying 
between 50W and 150W
– Approx. 50c a day at current rates
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Thank you!


